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Abstract

Numerical simulation of resin transfer molding (RTM) is known as a useful method to analyze the process before the mold is
actually built. In thick parts, the resin flow is no longer two-dimensional and must be simulated in a fully three-dimensional space.
This article presents numerical simulations of three-dimensional non-isothermal mold filling of the RTM process. The control

volume/finite element method (CV/FEM) is used in this study. Numerical formulation for resin flow is based on the concept of
nodal partial saturation at the flow front. This approach permits to include a transient term in the working equation, removing the
need for calculation of time step to track the flow front in conventional scheme. In order to compare the results of the nodal partial

saturation concept with the conventional method, a numerical scheme based on the quasi-steady state formulation is also presented.
The computer codes developed based on both numerical formulations, allow the prediction of flow front positions; and pressure,
temperature and conversion distributions in three-dimensional molds with complicated geometries. The validity of the two schemes

is evaluated by comparison with analytical solutions of simple geometries. In all instances excellent agreement is observed.
Numerical case studies are provided to demonstrate the effectiveness of the developed computer codes. The results show that the
numerical procedure based on the nodal partial saturation concept, developed in this study, provides numerically valid and rea-
sonably accurate predictions.

# 2003 Published by Elsevier Ltd.
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1. Introduction

The resin transfer molding (RTM) process has
become an efficient and attractive technique to produce
high quality fiber-reinforced composite parts. Low
molding pressure (typically below 5 atm) is a major
advantage of the RTM process. This ability allows it for
the use of low cost mold and makes the process to be
cost effective method to fabricate composite parts.
RTM has also the capability of manufacturing the
composites with large size and complex shape in a short
cycle time. A typical RTM process consists of two
important stages which occur sequentially in a process
cycle. First, a reactive resin is injected into the mold to
fill the cavity and impregnates the fibrous reinforcement
preplaced inside the mold cavity. Due to heat conduc-
tion from the mold walls to the fluid resin, energy con-
vection by the fluid, and heat released by chemical
reaction, the flow will be non-isothermal during this
stage. Second, the curing process which is initiated when
the fibrous medium is completely wetted out by the resin.
The mold filling process is a very important step in the

resin transfer molding, governing the performance of
the final product and tool design. It is affected by sev-
eral parameters comprising of mold geometry, inlet
gate(s) location, injection pressure or flow rate, resin
rheology, permeability of fibrous media and tempera-
tures of mold wall and inlet resin. Higher injection
pressure decreases the mold filling time, however it may
cause mold deformation and fiber washout. Heat trans-
fer from the mold wall decreases the resin viscosity and
reduces the mold filling time, but the temperature rise
activates the curing reaction, leading to a viscosity
increase as the resin polymerizes. An excessive increase
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in temperature leads to gelation of the resin during mold
filling and stops the filling process. Optimization of all
earlier-mentioned parameters by experimental works is a
costly and time-consuming task. Alternatively, computer
simulation has become a cost effective tool.
The flow, heat transfer and resin cure are strongly

interrelated in the non-isothermal filling process. For
example, flow pattern is affected by both heat transfer
and cure reaction through the resin viscosity, because
the viscosity changes as a function of temperature and
conversion. Moreover, flow pattern influences the tem-
perature and degree of cure by the convection of fluid.
In order to successfully predict the filling process, the
process modeling should correctly incorporate the cou-
pling between these phenomena.
Over the past decade, several researchers have devel-
oped computer codes to simulate the filling process
under non-isothermal conditions [1–9] (see also the
review of this subject presented by Shojaei et al. [10]). In
most cases, the simulation has been restricted to a 2.5-D
problem in which the flow is assumed 2-D flow while the
heat transfer is still 3-D. In such cases, the temperature
dependent variable in flow model, viscosity, and the
permeability must be averaged in the thickness direction
of the cavity. Although the assumption of 2-D flow
simplifies the simulation and reduces the computation
time, 3-D simulation leads to more accurate and realis-
tic results. It should be noted that 2-D assumption is not
valid for thick parts or parts having very low perme-
ability in thickness direction. In such cases, flow as well
Nomenclature

a constant in viscosity equation, Eq. (7)
A, A0 stiffness matrices in flow models
AT,A� stiffness matrices in heat and species

balances, Eqs. (31)–(32)
A1,A2 constants in kinetic equation, Eq. (11)
b constant in viscosity equation, Eq. (7)
BT,B� force vectors in heat and species balances,

Eqs. (31)–(32)
Cp specific heat
E1,E2 activation energies in kinetic equation,

Eq. (11)
Em activation energy in viscosity equation,

Eq. (7)
f nodal fill fraction
f fill fraction filled
G
�

reaction rate
DH heat of reaction
[J�1] inverse of Jacobian matrix
l length
k thermal conductivity
[K] permeability tensor
Kij components of permeability tensor
m1,m2 constants in kinetic equation, Eq. (11)
n outward unit normal surface vector
N number of sub-time steps
P pressure
q flow rate
R gas constant
[S] matrix of derivatives of the shape

functions
t time
�t time step
T absolute temperature
v
!

velocity vector
u, v, w components of velocity vector
x,y, z global Cartesian coordinates
Greek letters
� conversion
� thermal diffusivity of the resin
� mass flux term in Eq. (15)
�T thermal flux term in Eq. (27)
�c species flux term in Eq. (30)
m viscosity of resin
m0 constant in viscosity equation, Eq. (7)
f porosity
l constant in Eq. (39)
j intersection point of an element surface
r density
o weight fraction
$ saturation level
c Courant number

Subscripts and superscripts
c current value
e element
f fiber
g gel
i node or CV number
max maximum value
o old value
r resin
S control surface
V control volume

Notations
ip integration point
Int( ) integer value
CV control volume
SCV subcontrol volume
SS surface of subcontrol volume
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as temperature and degree of cure vary significantly
through the thickness of mold. Young [11] developed a
non-isothermal computer code to simulate the fully 3-D
mold filling process of RTM. Lim and Lee [12] also
presented a numerical code for simulation of the 3-D
non-isothermal filling process and, applied their code to
predict the resin flow, temperature distribution, and
degree of cure for some 3-D complicated geometries.
The numerical treatment of moving boundary prob-

lem is an important issue in the simulation of mold fill-
ing. In a broad sense, numerical schemes are developed
for either: (1) moving grids, or (2) fixed grids. A moving
grid scheme often provides accurate representation of
flow front position. However, since the calculation
domain should be remeshed at each time step, it is
computationally very time consuming, and theoretically
very difficult to be coded for the complex shaped mold
with inserts or multiple injection gates. Coulter and
Guceri [13], and Gauvin and Trochu [14] used numer-
ical simulations based on boundary fitted finite differ-
ences. Hourng and Chang [3] also applied a body fitted
coordinate transformation in their non-isothermal ana-
lysis of filling process to reduce the error encountered
due to irregular boundary shapes. Um and Lee [15], and
Yoo and Lee [16] developed the boundary element
method for mold filling process. A numerical simulation
based on finite element method was proposed by Chan
and Hwang [1] using quadrilateral elements to study
non-isothermal filling but the applications were limited
to rectangular molds. These numerical methods were all
based on a moving grid scheme. On a fixed grid, Gao et
al. [6] employed a computer program using non-
conforming finite elements to simulate the non-iso-
thermal filling process. Among the existing numerical
techniques, a method based on combination of finite
element (FE) and control volume (CV) has become the
most versatile and computationally efficient way to
solve the filling process. This has been also an attractive
method used by several researchers to simulate mold
filling of cavities with complex geometry [2,4,5,7,11,12].
In this method one does not need to regenerate the
mesh, since a fixed grid scheme is followed. Bruschke
and Advani [4] simulated mold filling process using FE/
CV formulations. They employed Galerkin finite ele-
ments to solve the pressure within the solution domain,
and used a control volume approach to find the flow
front location at each time step. Lin et al. [2] employed
control volume finite element method (CV/FEM). In
these methods, a procedure based on quasi-steady con-
cept is used to track the flow front. Therefore, the time
step size must be so chosen that the steady state
assumption is satisfied at each step. However, Joshi et
al. [17] found that the law of mass conservation is vio-
lated for 2 and 3-D mold filling situations when using
these conventional methods of finite element and control
volume, for example, when the Galerkin formulation is
used to obtain the pressure field. Such mass imbalance
may lead to noticeable error in simulated fill time.
Recently, some researchers have attempted to include

the transient term in the flow model enabling one to
remove the restriction in selection of time step size
[18,19]. Voller and Peng [18] proposed an iterative
algorithm on the basis of control volume finite element
formulation to search for the flow front location under
isothermal condition [18]. Lin et al. [19] developed a
finite element formulation based on the concept of par-
tial saturation at flow front and implicit time integration
to simulate the isothermal filling process.
The present paper deals with numerical simulations of

the 3-D non-isothermal mold filling process, including
cure and temperature effects in the context of RTM.
The numerical scheme used in this study is an extension
of our previous work devoted to the simulation of iso-
thermal case [20,21] in which the mold filling process
was simulated based on the nodal partial saturation
formulation at the flow front. With respect to conven-
tional quasi-steady state approach, our 3-D simulation
resulted in the following two important findings: (1)
saving in computational time, and (2) achieving a better
accuracy in predicted mold filling time. For the purpose
of comparison, a computer code is also developed based
on the quasi-steady state formulation to simulate non-
isothermal mold filling. The CV/FEM method is used in
both cases. Both codes are validated by comparison of
their results with analytical solution. The effectiveness of
the codes is illustrated by numerical simulation of the non-
isothermal mold filling stage of different mold geometries.
2. Theory

2.1. Darcy’s law and the continuity equation

The liquid flow through fibrous reinforcement can be
regarded as a flow through porous medium. In RTM,
the flow through such a medium can be expressed by
Darcy’s law which is reasonable prediction for low
Reynolds number flow regime. It has become the most
commonly used equation for modeling flow within the
RTM mold, and is used as the momentum equation.
This equation is expressed as:
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Eq. (1) can be rewritten in tensor notation as:

v
!

¼ �
1

�
K½ 	�rP ð2Þ
A. Shojaei et al. / Composites Science and Technology 63 (2003) 1931–1948 1933



On the basis of partial saturation concept, the mass
balance equation for an incompressible fluid flow is
expressed as [18–20]:

�
@$

@t
¼ �r: v

!
ð3Þ

in which the saturation level, $, is 1 at a fully saturated
point, and its value ranges between 0 and 1 at a partially
saturated point. If the transient term on the left hand
side of the earlier equation is removed, the following
equation is obtained for quasi-steady state situation:

r � v
!

¼ 0 ð4Þ

Eq. (2) may be substituted into Eqs. (3) and (4) to
produce single equations of:

�
@$

@t
¼ r:

1

�
K½ 	rP

� �
ð5Þ

and

r:
1

�
K½ 	rP

� �
¼ 0: ð6Þ

The solution of these equations requires a set of
boundary conditions. The possible boundary conditions
could be:

� P=P0 for constant pressure injection or u=u0
for constant velocity injection at the inlet gate;

� P=0 at the flow front; and
� @P

@ n
! ¼ 0 at the mold wall.

The resin viscosity is a function of temperature and
resin conversion. It decreases when temperature increa-
ses however it rapidly increases when conversion
increases. The viscosity equation used in this study is the
widely used model given as [22]:

� ¼ �0e
E�=RT

�g
�g � �

	 
aþb�

ð7Þ

2.2. Energy equation

As the resin flows through the fibrous media, heat
transfer takes place between the mold wall, the fiber and
the resin in the non-isothermal processes. Therefore,
heat transfer model should be applied for fiber and resin
phases separately. It has been shown that the thermal
equilibrium assumption is valid for slow processes such
as RTM in which the resin and fiber have the same
temperature at each point [23]. The heat dispersion due
to the local fluctuations in the velocity field is also
insignificant for low Peclet and Graetz numbers [24]. In
these conditions, the energy equation governing heat
transfer in fibrous media being impregnated with resin is
written as [2]:

Cp
@T

@t
þ 
rCpr v

!
� rT

� �
¼ r � krTþ �DHG

�

ð8Þ

where the effective thermal conductivity, k, 
 andCp

may be expressed as:

k ¼
krkf

kr !f þ kf!r

 ¼


r
f

r!f þ 
f!r

Cp ¼ Cpr!r þ Cpf!f

ð9Þ

in which

!r ¼

�


f
�


f
þ
1� �


r

& !f ¼ 1� !r ð10Þ

The kinetic model proposed by Kamal and Sourour
[25] is used in this study as follows:

G
�

¼ A1e
�E1=RT þ A2e

�E2=RT�m1
 �

1� �ð Þ
m2 ð11Þ

The boundary conditions for energy equation can be
stated as:

� T ¼ T0 at the inlet gate;
� T ¼ Tf or D

Dt f
CpT
 �

¼ f�DHG
�

þ
df
dt 1� �ð Þ
fCpf Tf0 � T

 �
at the flow front; and

� T ¼ Tm at the mold wall.

As written, the boundary condition imposed at flow
front may be expressed either by a constant temperature
equal to the temperature of the fiber mat [6,26] or a heat
balance equation [2,11]. The left hand side of heat balance
equation presents the change of internal energy in a con-
trol volume, the first term at the right hand side is the heat
of reaction and the second term denotes the heat exchange
between the fiber and resin. Antonucci et al. [27] presented
another thermal boundary condition named jump equa-
tion, including the conductive heat flux across the flow
front and being a balance on a surface. Comparison
between different boundary conditions provided by
Antonucci et al. [27] shows that both the constant tem-
perature and heat balance equation lead to the similar
temperature results at the flow front especially at the
end of mold filling. We use both constant temperature
and heat balance equation given earlier as thermal
boundary conditions in the numerical simulation.

2.3. Chemical species equation

Mass conservation of chemical species can be expres-
sed as:

�
@�

@t
þ v

!
:r� ¼ �G

�

ð12Þ
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where it is assumed that molecular diffusion of macro-
molecules is negligible and conversion is dominated by
convection of fluid and chemical reaction. The bound-
ary conditions may be given as [2]:

� � ¼ �0 at the inlet gate; and
� D

Dt f�ð Þ ¼ fG
�

at the flow front.
3. Numerical formulation

In the present paper, CV/FEM is used for the
numerical solution of the filling problem. This is the
most popular method to solve the filling stage due to its
simplicity in handling the moving boundary problems.
In CV/FEM, a fixed grid approach is used in which
there is no need to regenerate the mesh during flow
progression. This makes the simulation rapid and effec-
tive for complicated geometries compared to moving
grid approach. Solution domain is first divided into a
finite number of elements enabling a well discretization
of the complex geometries, and then, the governing
equation is discretized using the control volume
method. The combination of geometric flexibility of
finite element method with conservation property of the
control volume technique makes the CV/FEM a con-
venient and powerful numerical method for solving the
moving boundary problem.
To begin the numerical formulation, the three-dimen-

sional mold cavity is divided into linear, hexahedral
elements defined by eight nodes [20]. A single hexahedral
element with its local coordinate system is shown in
Fig. 1(a). Control volumes are constructed by joining the
centers of each face of the elements to the midpoint of
edges and to the center of the elements creating polygonal
control volumes. Therefore, each element will contain
eight control volume octants from eight different control
volumes. Each octant is called subcontrol volume (SCV)
and its surfaces are called subsurfaces (SS). The control
volume of an interior node would be complete and is
comprised of eight SCVs, however, the control volume of a
boundary node is comprised of less than eight SCVs, and
would not be complete. A typical element divided into its
SCVs with one SCV removed for the sake of clarity is
shown in Fig. 1(b). The six faces of each SCV are divided
into two groups, those that are coincident with the element
faces and those that are in the interior of the element. The
latter group will form the surfaces of the control volume
and are labeled A, B and C as shown in Fig. 1(b).
The status of each control volume is represented by

nodal fill fraction, f. The fill fraction for each control
volume represents the ratio of occupied volume by the
resin to its total pore volume. For an empty control
volume f=0, and f is 1 when the control volume is
completely filled with resin. Solution domain includes
all filled control volumes, where pressure is calculated
within. In all partially filled or empty control volumes
the pressure is zero. According to this approach, the
flow front lies over the control volumes where they are
adjacent to filled control volumes and are not com-
pletely filled. The flow front boundary condition is
imposed at these control volumes.

3.1. Flow model

The governing equation, Eq. (5), is integrated over an
arbitrary control volume. Divergence theorem then is
used to obtain:

�
@

@t

ð ð ð
V

$dV ¼

ð ð
S

1

�
K½ 	:rP

� �
:dS ð13Þ

in which differential surface vector, dS, has three com-
ponents dSx , dSy and dSz. On the basis of fill fraction
concept, the integral of the left hand side of Eq. (13) for
a control volume with volume of V can be replaced with
product Vf , hence, the resulting equation would
become:

�V
@f

@t
¼

ð ð
S

1

�
K½ 	:rP

� �
:dS ð14Þ

The integral of Eq. (14) is exact for a control volume
and it can be applied over any of them. Element by ele-
ment assembly procedure makes the best use of the fact
that all geometric information is defined on an ele-
mental basis. In this paper, the integrals are evaluated
over the elemental SCVs which eventually will form the
integral equation for the control volumes. Applying Eq.
(14) for a SCV with three discrete SSs, shown in
Fig. 1(b), and using an implicit time integration pro-
duces the following equation;ð ð

A

1

�
K½ 	:rP

� �
:dAþ

ð ð
B

1

�
K½ 	:rP

� �
:dB

þ

ð ð
C

1

�
K½ 	:rP

� �
:dCþ �

¼ Vscv�
fc � fo
Dt

ð15Þ

in which A, B and C are the subsurfaces of a SCV (see
Fig. 1b) and d denotes the sum of flow rates on the
other surfaces of the SCV. The pressure gradient term,
rP, in the earlier equation is expressed in local coordi-
nates as [20]:

rP ¼ J�1
� �

S½ 	 Pf g ð16Þ

for which linear shape functions will be used to calculate
it.
The discretization of the governing equation leads to

several integrals, which must be performed over the
SCV surfaces. In this study, the continuous surface
A. Shojaei et al. / Composites Science and Technology 63 (2003) 1931–1948 1935



Fig. 1. (a) A typical eight-node hexahedral element in global and local coordinate systems and (b) a flux element divided into subcontrol volumes

with one removed.
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integration is approximated by evaluating them at a
point called integration point (ip), that is located at the
middle of any SCV subsurface, see Fig. 1(b). In this
approximation, the integral argument is assumed to
vary linearly and therefore the integrals are replaced by
the flux terms evaluated at the ip times their subsurface
area [28,29]. This approximation can help to further
simplify the discretized equation. On the basis of this
approximation and using Eq. (16), we would obtain the
following relation for subsurface A:

ð ð
A

1

�
K½ 	:rP

� �
:dA

¼
1

�ipA

< A > K½ 	ipA J�1
� �

ipA
S½ 	ipA Pf g

ð17Þ

where <A> denotes the vector of subsurface A in x, y,
and zdirections (<A>=<Ax Ay Az> ) and ipA repre-
sents the ipvalue of the matrices. Applying this proce-
dure for subsurfaces B and C, and summing all terms in
an appropriate manner, the discretized equation for a
SCV is expressed as follows:�
1

�ipA

< A > K½ 	ipA J�1
� �

ipA
S½ 	ipA

þ
1

�ipB

< B > K½ 	ipB J�1
� �

ipB
S½ 	ipB

þ
1

�ipC

< C > K½ 	ipC J�1
� �

ipC
S½ 	ipC

�
Pf g þ �

¼ VSCV�
fc � fo
Dt

ð18Þ

Since the assembling of global matrix is performed
based on the elemental concept, the following closed
form relation can be expressed for an arbitrary element
in the solution domain:

X8
i¼1

��
1

�ipA

< A > K½ 	ipA J�1
� �

ipA
S½ 	ipA

þ
1

�ipB

< B > K½ 	ipB J�1
� �

ipB
S½ 	ipB

þ
1

�ipC

< C > K½ 	ipC J�1
� �

ipC
S½ 	ipC

��
P
��

i

þ
X8
i¼1

�i ¼
X8
i¼1

�VSCV;i
fci � foi

Dt

ð19Þ

where the
P8

i¼1�i denotes the additional flux terms
coming from each SCV in an element. Since this term is
vanished for a CV, it will be ignored during the global
matrix assembly. Eq. (19) is applied to all elements
within the solution domain, and applying an appro-
priate assembly procedure results in a set of nonlinear
algebraic equations for pressure. In matrix notation, it
can be expressed as:
A P ¼ Fc � Fo ð20Þ

in which components of F is related to fill fraction field f
at a CV as:

Fi ¼
�Vifi
Dt

ð21Þ

Substituting Eq. (21) into Eq. (20) and rearranging
the resulted equation, we get:

A0P ¼ fc � fo ð22Þ

where components of A0 are related to matrix A in Eq.
(20) through the following expression:

A
0

i ¼
Dt
�Vi

Ai ð23Þ

in which Ai represents the components of ith row in
matrix A and A

0

i is its correspondence in Eq. (22). Eq.
(22) is a working equation to find the pressure and fill
fraction field on the basis of nodal partial saturation
concept. A set of nonlinear equations obtained by Eq.
(22) are solved by an appropriate solution procedure
and having satisfied the following conditions:

For all nodes; P5 0

For all nodes where 04 f < 1; P ¼ 0

For all nodes; 04 f4 1 ð24Þ

In order to obtain a working equation for quasi-
steady state approach, one can start the earlier-men-
tioned procedure for Eq. (6). The resultant equation is
as:

A P ¼ 0 ð25Þ

where components of A is the same as Eq. (20). Eq. (25)
is the working equation to find the pressure and fill
fraction filed on the basis of quasi-steady state concept.

3.2. Energy and chemical species equations

Integration of Eq. (8) over a CV with the aid of
Divergence theorem gives:

@

@t

ð ð ð
V


CpTdV

þ

ð ð
S


rCpr v
!
: n
!

� �
dS

ð ð
S

n
!
:krT dS

þ

ð ð ð
V

�DHG
�

dV ð26Þ

Similar to the procedure described for the flow model
and using the implicit method for a given time step, Eq.
(26) is approximated for a SCV as:
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CpVscv

Dt
Tnþ1 � Tn
 �

þ 
rCprn
< A > vipA

!
Tnþ1
ipA

þ < B > vipB
!

Tnþ1
ipB

þ < C > vipC
!

Tnþ1
ipc

o
þ �T

¼

n
kipA < A > J�1

� �
ipA

S½ 	ipAþkipB

< B > J�1
� �

ipB
S½ 	ipBþkipC < C > J�1

� �
ipC

S½ 	ipC

�
Tnþ1
� �

þ �VSCVDHG
�

ð27Þ

Like Eq. (16), temperature gradient term has been used
as follows:

rT ¼ J�1
� �

S½ 	 Tf g ð28Þ

According to the approach used to make the global
matrix of the flow model, the following closed form
relation is obtained for each arbitrary element in the
solution domain:

X8
i¼1


CpVSCV;i

Dt
Tnþ1
i � Tn

i

 �
þ
X8
i¼1


rCpr

n
< A > vipA

!
Tnþ1
ipA

þ < B > vipB
!

Tnþ1
ipB

þ < C > vipC
!

Tnþ1
ipc

o
i
þ
X8
i¼1

�Ti

¼
X8
i¼1

n�
kipA < A > J�1

� �
ipA

S½ 	ipA

þ kipB < B > J�1
� �

ipB
S½ 	ipBþkipC

< C > J�1
� �

ipC
S½ 	ipC

��
Tnþ1

�o
i
þ
X8
i¼1

�VSCV;iDHGi

�

ð29Þ

Likewise, the discretized equation for chemical species
equation can be expressed as:

X8
i¼1

�VSCV;ii

Dt
�nþ1i � �ni
 �

þ
X8
i¼1

�
< A > vipA

!
�nþ1ipA

þ < B > vipB
!
�nþ1ipB

þ < C > vipC
!
�nþ1ipc

�
i

þ
X8
i¼1

�ci ¼
X8
i¼1

�VSCV;iGi

�

ð30Þ

Applying Eqs. (20) and (30) to all elements within the
solution domain leads to the following set of equations
for heat transfer and species balances, respectively:

ATT ¼ BT ð31Þ
A�� ¼ B� ð32Þ

Eqs. (31) and (32) are the governing equations to
solve the temperature and conversion in filled region. It
is seen that these equations involve the integration point
values of temperature and conversion in convection
terms. Therefore, it needs to determine the integration
point value in terms of nodal values. In order to do so,
we use the modified linear profile version of skewed
upstream differencing scheme [30]. The upstream of the
streamline passing through the integration point inter-
sects the element face (see Fig. 2). The integration point
values in Eqs. (29) and (30) are then replaced by the
value of this quantity at the intersection point named ’.
The value of ’ is related to the nodal values using a
linear interpolation on the element face. To reduce the
risk of producing negative coefficient in this method and
increase the stability and accuracy, a modification is
made in the interpolation coefficient obtained earlier.
For this, any nodal dependence of ’ on nodes that are
on the downstream side of the integration point are
replaced with an equal dependency of the nearest node
within the element that is on the upstream side of the
integration point. This significantly reduces the effect of
negative coefficient on predicted value of temperature
and conversion.
As illustrated earlier, we use an implicit time integra-

tion method in energy and chemical species equations.
This guarantees the linear stability of the method
unconditionally. However, if large time steps are used in
flow equation based on nodal partial saturation for-
mulation presented earlier, leading to large truncation
Fig. 2. Upstream value of an integration point obtained from

intersection of streamline passing from an integration point, with an

element face.
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error and meaningless solutions of temperature and
conversion. Furthermore, large time step suffers diffusion
errors. In order to remove this difficulty, it is more
appropriate to subdivide the time step used for the flow
equation into smaller sub-times in energy and chemical
species equations. The number of sub-time steps in each
time step may be obtained by the following expression [2]:

N ¼ Int
 max

�

� �
ð33Þ

in which the constant value g should be between 0.7 and
1.1 for the best accuracy. The Courant number in an
element is given by:

 e ¼
v
!

��� ���Dt
Dl

ð34Þ

where Dl is the smallest side of an element. The time
step,Dt, is calculated in quasi-steady state formulation
but it is selected in the nodal partial saturation
approach presented in this paper. The maximum value
of Courant number calculated by Eq. (34) for all ele-
ments within the solution domain is used to obtain N in
Eq. (31). Lin et al. [2] used this approach for their
numerical solution based on quasi-steady state for-
mulation. We have used this procedure in both quasi-
steady state and nodal partial saturation formulations.
In our experience, the sub-time method is more efficient
for partial saturation formulation in which the selected
time step is usually larger than the value obtained from
quasi-steady state approach. In most simulations per-
formed using quasi-steady state procedure, N was small.
4. Numerical schemes for non-isothermal mold filling

Two algorithms are presented to track the flow front in
simulation of non-isothermal mold filling of the RTM
process: one is based on quasi-steady state approach and
the other one is based on the concept of nodal partial
saturation at flow front. The resulting codes are namedN-
RTMS and N-RAPFIL, respectively. Both computer
programs are written in FORTRAN 77.

4.1. Quasi-steady state approach

Eqs. (25), (31) and (32) are the working equations in
this approach. The steps involved in the present numer-
ical scheme are:

Step 1: At the beginning of the simulation, the pore
volume of control volumes formed from element
SCVs around each node is calculated. For the first
time step, it is assumed that control volumes asso-
ciated with the inlet nodes are fully filled with resin. It
means that the fill fraction for these nodes are set to 1
and these nodes are considered as the solution
domain.
Step 2: The nodal resin viscosity is calculated using a
set of initial guessed values of temperature and con-
version. The temperature and conversion distribu-
tions obtained from the previous time step are then
used as the first guess at present time step. With these
values, the stiffness matrix is assembled and the nodal
pressures are calculated.
Step 3: Velocity field for filled region is obtained using
the pressure distribution calculated in step 2 and the
previous value of viscosity. Then, maximum Courant
number and the number of sub-time steps are
obtained using Eqs. (33) and (34).
Step 4: Temperature and conversion distributions are
calculated for each sub-time step. Since energy equa-
tion and mass equation are interrelated through
reaction rate, G

�

, an iterative solution procedure is
used to obtain the temperature and conversion at the
end of sub-time step. However, it was observed that
they converge after approximately <4 iterations.
Step 5: The value of nodal viscosity is updated based
on the new temperature and conversion distributions.
Step 6: The new value of viscosity distribution
obtained in step 5 is used to recalculate the pressure,
temperature and conversion distributions using steps
2–5. This procedure is repeated until the relative error
between new and old value of viscosity falls below a
user-defined convergence criteria.

Step 7: When the convergence of viscosity is reached,
new flow front and time step are calculated using the
following equation:

Vif
tþDt
i ¼ Vif

t
i þ

XM
m¼1

qmiDt ð35Þ

where qmi is the flow rate between adjacent control
volumes from m to i and M is the number of control
volumes surrounding control volume i. After com-
puting the time step, the position of the flow front is
obtained by interpolating the fill fraction field to
determine the contour of its corresponding value,
namely f=0.5.
Step 8: Steps 2–7 are repeated for the new solution
domain until the mold is completely filled up.

4.2. Nodal partial saturation approach

The steps accounted for in the present numerical
scheme are illustrated below.

Step 1: Repeat step 1 of the previous scheme.
Step 2: Repeat step 2 of previous scheme to calculate
the viscosity distribution.
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Step 3: Matrix A0 is calculated by the viscosity value
guessed in step 2 and selecting a time step (Dt). At the
beginning of iteration, fc is initialized with fo (fill
fraction field at the end of previous time step). After
imposing the boundary conditions, in Eq. (22), the
resultant set of equations are solved to find the nodal
pressure. Using the calculated nodal pressure, fill
fraction field, fc , is updated by unmodified Eq. (22).
This procedure is repeated until the change in sum of
the fill fractions between two iteration falls below a
small user defined value. Then, the flow front is
obtained by interpolating the fill fraction field for
f=0.5. Details of this step can be found elsewhere
[20,21].
Step 4: Step 3 is only used to determine the fill frac-
tion field for a selected time step. After this, the
pressure field is calculated from the solution of the
following equations:

A0P ¼ 0 ð36Þ

To which the appropriate boundary conditions are
applied. In this stage the pressure field for the filled
region is determined at the end of each time step.
Then velocity field and maximum Courant number
are determined according to the procedure described
in step 3 of previous scheme.
Step 5: Step 4 of previous scheme is carried out to
calculate the temperature and conversion distribu-
tions.
Step 6: The nodal values of viscosity are updated
based on the new temperature and conversion dis-
tributions.
Step 7: If viscosity has not converged, steps 2–6 are
repeated to determine new flow front region, tem-
perature and conversion distributions. This procedure
is continued until the convergence criterion for visc-
osity is met.
Step 8: Steps 2–7 are repeated until the mold is
completely filled up.

The flow charts of both numerical schemes are given
in Figs. 3 and 4.
5. Validation of the numerical simulations

The validity of the numerical codes presented earlier
is checked with analytical solution of one-dimensional
flow for both isothermal and non-isothermal flow con-
ditions.

5.1. One-dimensional isothermal flow

The mold cavity used in this example is a rectangular
cavity with the dimensions of 0.3, 0.1 and 0.002 m in
length, width and thickness directions, respectively. The
resin is injected at one surface of the rectangular mold
and air is removed from the other surface resulting in
one-dimensional flow. The analytical solution for flow
front location under constant pressure injection is [31]:

x2 ¼
2KP0
��

t ð37Þ

For the constant flow rate injection, the inlet pressure
is determined from [31]:

P ¼
�Q0
SK

x ð38Þ

The material properties and process parameters used
in this example are listed in Table 1. In this example,
number of elements along the width and thickness are
two, and ten elements are used along the length. The
Fig. 3. Flow chart of the numerical scheme for N-RTMS.
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comparison between the numerical and analytical
results for both computer codes is shown in Fig. 5. The
comparison is also performed for two different time
steps for the N-RAPFIL. A small impregnation length
is observed in the figure at the onset of filling process.
This is due to the inlet control volumes that are assumed
to be full at the beginning of the simulation. The results
show accurate predictions made by both computer
codes developed in this paper. The simulation results
obtained by the N-RAPFIL in different time steps are
the same as well.

5.2. One-dimensional non-isothermal flow

Analytical solution for the temperature profile in one-
dimensional non-isothermal flow is given by:

� x0; yð Þ ¼
X1
n¼0

�0
2 �1ð Þ

n

lnh
exp �l2nx

0
 �

cos lnyð Þ ð39Þ

where x0 ¼ �x=u, � ¼ T� Tmold wall and ln ¼
2nþ 1ð Þ�=2h in which h is half the mold gap. Bruschke
and Advani [4] used this equation to validate their
numerical simulation. The parameters of this test case
are listed in Table 2. In this case, the resin is injected at
one surface of the mold at temperature T0 while the
mold wall temperature is kept constant, Tmold wall. Like
the previous example, the resulting flow will be also one-
dimensional in this case. The dimensions of length,
width and thickness of the mold cavity in this example
are: 3, 1 and 2 m, respectively.
The mold cavity is discretized into 24 elements in

length, four elements in width and six elements in
thickness directions. Fig. 6 illustrates the analytical
solution and numerical results for temperature profile at
mid plane of the mold. In this example, two different
time steps are used for the N-RAPFIL (see Fig. 6). As
seen, the agreement between analytical solution and
numerical results is very close. The maximum error in
temperature is <2% for both computer codes. The
results of the N-RAPFIL for two different time steps
are also the same.
Fig. 4. Flow chart of the numerical scheme for N-RAPFIL.
Table 1

Process parameters and material properties used in the one-dimen-

sional isothermal flow simulation
Parameter
 Value
Q0 (m
3/s)
 5�10�7
P0 (kPa)
 150
m (Pa s)
 0.4
f
 0.5
K (m2)
 10�9
Table 2

Process parameters and material properties used in the one-dimensional

non-isothermal flow simulation [4]
Parameter
 Value
h (m)
 1
b (m/s)
 1
U(m/s)
 1
T0 (
�K)
 273
Tmold wall (
�K)
 373
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6. Numerical case studies

Three different cases are used to demonstrate appli-
cations of the computer codes developed in this study.
The properties of resin and fiber used in these simula-
tions are listed in Table 3. The kinetic and rheological
parameters required for Eqs. (7) and (11) are taken from
Ref. [2] and given in Table 4. In all cases resin is injected
at 20 �C and the mold wall temperature is kept constant
at 75 �C. The initial fiber mat temperature is set equal to
the mold wall temperature.
The first case includes numerical simulation of the

non-isothermal mold filling stage in a thin rectangular
mold using N-RTMS and N-RAPFIL codes. Two dif-
ferent time steps are used for the N-RAPFIL; �t=1 s
and �t=3 s. The dimensions of the mold cavity are: 0.2
m�0.08 m� 0.004 m. The resin is injected through a line
gate located at center of the left side of the mold (see
Fig. 7). The injection is performed under a constant
flow rate with a value of 5.5�10�6 m3/sec. The total
number of nodes and elements for this test case are 735
and 480, respectively. Three different points inside the
mold cavity are considered to compare their results
computed from the two computer codes. The points are
located at the mid plane of the mold with positions: A-1
(0.04, 0.04, 0.002 m) near the injection gate, B-1 (0.1,
0.04, 0.002 m) at the center and C-1 (0.13, 0.04, 0.002 m)
near the end of mold. Fig. 8 shows the flow fronts pre-
dicted using the N-RTMS and N-RAPFIL. As expected
in this case, the resin progresses as a plug flow due to
small cavity thickness. As reported in Ref. [20], the pre-
dicted flow fronts by the N-RAPFIL with the two time
steps are the same. As seen in the figure, the flow front
locations resulted by both codes are reasonably close
together.
Fig. 9 shows the predicted temperature histories of the

three points during the mold filling stage. As shown in
the figure, the temperature of a point decreases from the
fiber mat temperature to an equilibrium temperature
when the flow front passes that point. The point located
far away from the gate has higher temperature than the
point located near the inlet gate. This is due to the long
residence time and the high temperature of the resin at
the points located far away from the inlet gate. Fig. 9
also compares results of the two computer codes. As
shown in the figure, the temperature histories predicted
by both codes indicates the same trend and the results
Fig. 5. Simulation results obtained from the N-RTMS and N-RAP-

FIL for one-dimensional isothermal flow; (a) inlet pressure under

constant flow rate, (b) flow front location under constant pressure.
Table 3

Properties of resin and fiber used in simulation
Parameter
 Value
rf
 2560 kg/m3
rr
 1100 kg/m3
kf
 0.0335 W/m.�K
kr
 0.168 W/m.�K
Cpf
 670 J/kg.�K
Cpr
 1680 J/kg.�K
Kxx ¼ Kyy ¼ Kzz
 2�10�9 m2
f
 0.7
Table 4

Kinetic and rheological parameters used in simulation [2]
Parameter
 Value
m0
 2.78�10�4 Pa s
Em
 18 000 J/mol
ag
 0.1
a
 1.5
b
 1
A1
 3.7833�105 s�1
A2
 6.7833�105 s�1
E1
 54 418 J/mol
E2
 50 232 J/mol
m1
 0.3
m2
 1.7
�H
 1.54�108 J/m3
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are very close. For the case of N-RAPFIL, the predicted
temperature for large time step dose not change sig-
nificantly, but the number of sub-time steps needed to
simulate the temperature and conversion are increased.
Since the reaction rate strongly depends on the resin

temperature, an accurate prediction of temperature dis-
tributions in the mold leads to a much better estimation
of the resin cure. The predicted conversions near the end
of mold filling process at the three points are illustrated
in Table 5. As seen, the conversion at the last point, i.e.
point C-1, is higher than the conversion at the first
point, i.e. A-1, which is near the injection gate. This is
due to the higher temperature of the farthest point from
the gate. As illustrated in Table 5, the results of the two
computer codes are very close.
The second geometry is a cubic mold with dimensions

of 0.1 m�0.1 m� 0.1m which is shown in Fig. 10.
Number of elements and nodes are 512 and 729,
respectively. A point gate is located at a corner of the
Fig. 6. Temperature profile along mid plane of the mold for non-isothermal test case.
Fig. 7. Geometric details of rectangular mold.
Fig. 8. Simulated flow front locations in a rectangular mold at equal

time intervals of 1 s by (a) the N-RTMS and (b) the N-RAPFIL,

�t=1and 3 s.
A. Shojaei et al. / Composites Science and Technology 63 (2003) 1931–1948 1943



bottom surface of the mold. (see Fig. 10). The injection
flow rate is 4.5�10�6 m3/s in this test case. Fig. 11
shows the flow fronts simulated by N-RTMS and N-
RAPFIL (�t=1 and 3 s). As shown in Fig. 11, the resin
progresses from injection gate to the opposite corner of
the mold at the top surface. Temperature histories at
two points inside the mold are accounted for. The loca-
tion of these points is shown in Fig. 10. Fig. 12 shows
predicted temperature histories at the two points simu-
lated by the N-RTMS and N-RAPFIL codes. Once
again, the results obtained by the two codes are very
close.
In order to illustrate the effectiveness of the computer

codes further, a complicated geometry is considered as
the third case. The geometric details of this mold cavity
are shown in Fig. 13. The geometry is discretized into
1152 nodes and 736 elements. The resin is injected under
constant flow rate of 6�10�6 m3/s through a gate loca-
ted at the top of the mold. The same analysis used for
the cases one and two is also performed for this com-
plicated geometry. Fig. 14 demonstrates the simulated
flow front progression by both computer codes. The
time step used for the N-RAPFIL in this test case is 0.5
s. Analytical mold filling time is simply calculated by
dividing the pore volume of the cavity to the injection
flow rate. Fig. 15 shows analytical and simulation
Fig. 9. Simulated temperatures of three different points, A-1, B-1 and C-1, in time in a rectangular mold by (a) the N-RTMS and (b) the N-RAP-

FIL, �t=1 and 3 s.
Table 5

Comparison of simulated conversion by the two computer codes near the end of mold filling at selected points in the rectangular mold
Conversion (N-RTMS)
 Conversion (N-RAPFIL, �t=1 s)
 Conversion (N-RAPFIL, �t=3 s)
Point A-1
 2.36�10�3
 2.2�10�3
 2.11�10�3
Point B-1
 1.17�10�2
 1.07�10�2
 1.05�10�2
Point C-1
 2.1�10�2
 1.99�10�2
 1.93�10�2
Fig. 10. Geometry of a cubic mold.
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Fig. 11. Simulated flow front locations in a cubic mold at equal time intervals of 2 s by (a) the N-RTMS and (b) the N-RAPFIL, �t=1 and 3 s.
Fig. 12. Simulated temperatures of two different points, A-2 and B-2, in time in a cubic mold by (a) the N-RTMS and (b) the N-RAPFIL, �t=1

and 3 s.
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results of cavity fill fraction in time during the mold
filling. The estimated error in filling time throughout the
filling process is less than 0.1% for the N-RAPFIL and
1.5% for the N-RTMS. This indicates the higher accu-
racy of N-RAPFIL in calculation of filling time. The
CPU time required for N-RAPFIL is about 40% less
than the N-RTMS. This denotes the CPU effectiveness
of the N-RAPFIL. Fig. 16 shows the temperature his-
tories predicted by both computer codes at two selected
points within the mold cavity. The predicted conver-
sions at the end of mold filling are shown in Table 6 for
the two points. The positions of these points are: A-3
(2�10�2 m, 5.46�10�2 m, 4.96�10�2 m) and B-3
(2.8�10�2 m, 2.685�10�2 m, 2.51�10�2 m), as shown in
Fig. 13.
7. Conclusions

A computer code has been developed to simulate the
three-dimensional non-isothermal mold filling in RTM
based on the concept of nodal partial saturation at the
flow front. The resulting computer code allows one to
analyze the resin flow, temperature and conversion dis-
tributions in a three-dimensional space. This informa-
tion is helpful to design of tooling and processing
conditions before the mold is built. The simulation
results obtained by the code has been compared with
the conventional method based on the quasi-steady
state formulation, which is implemented in this study as
well. An excellent agreement is observed by comparing
the results of both codes with analytical solutions. The
examples presented in this paper illustrate the flexibility
and effectiveness of the developed computer codes for
Fig. 13. Geometric details of complex shaped mold.
Fig. 14. Simulated flow front locations in a complex shaped mold at equal time intervals of 1 s by (a) the N-RTMS and (b) the N-RAPFIL,�t=0.5 s.
Table 6

Comparison of simulated conversion by the two computer codes near

the end of mold filling at selected points in the complex shaped mold
Conversion (N-RTMS)
 Conversion (N-RAPFIL)
Point A-3
 2.37�10�4
 2.654�10�4
Point B-3
 1.169�10�2
 1.14�10�2
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simulation of complicated mold cavity. The results show
that the developed computer code based on nodal par-
tial saturation is stable and gives a reasonable result for
simulation of the non-isothermal mold filling stage. It
has been also shown that this scheme is more efficient
than the conventional method from the viewpoint of the
CPU time and gives rise more accurate prediction of
filling process.
Fig. 15. Cavity fill fraction as function of time during mold filling for complex shaped mold.
Fig. 16. Simulated temperatures of two different points, A-3 and B-3, in time in a complex shaped mold by (a) the N-RTMS and (b) the N-RAP-

FIL, �t=0.5 s.
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